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I. INTRODUCTION

One of the most contested issues in formulating macroeconomic policy is the size of

fiscal multipliers. The desirability of fiscal expansion or contraction often hinges on

the magnitude of what is commonly termed the ‘fiscal multiplier’. The fiscal multiplier

is defined as the change in output for a given change in a fiscal policy instrument,

such as total government spending. A correct causal estimate of the fiscal multiplier

is, for example, critical to evaluating the short-term effects of fiscal consolidation deci-

sions in times of recession, such as those taken by the governments of many advanced

economies in the aftermath of the global financial crisis of 2008.1

Yet, the empirical identification of the fiscal policy effects on output remains challeng-

ing. A wide range of estimates for the fiscal multiplier at the national level have been

proposed in the empirical macroeconomics literature with little consensus amongst

them (Ramey, 2011). Government spending multipliers, in particular, have been es-

timated to be as low as negative and as high as above three. The large divergence in

the multiplier estimates obtained in the literature suggests that the effects of govern-

ment spending on output are heterogeneous, both across countries and over time.2

In this paper, we offer an additional insight on the nature of this heterogeneity by

showing that the fiscal multipliers vary systematically with the level of government

spending and that this can, empirically, impede the identification of the fiscal multi-

plier.

From a theoretical point of view, there are several reasons to expect fiscal multipli-

ers to be correlated with the size of government spending. Larger governments are

associated with larger automatic stabilizers, which in turn tend to have a downward

effect on the size of fiscal multipliers by containing the impact of discretionary fiscal

1See, for example, Blanchard and Leigh (2013) for a discussion on the policy implications of the
forecasters’ under-estimation of fiscal multipliers at the early stages of the recent financial crisis.
2This aspect has been recently brought to attention by several authors who have argued that fiscal

multipliers vary systematically with features of the economy or the business cycle that are potentially
also correlated with government spending, such as the phase of the business cycle, the exchange
rate regime, the degrees of trade openness and government indebtedness, as well as the extent to
which the zero lower bound on nominal interest rates is binding. Supportive evidence for the range of
these conditional estimates can be found in Auerbach and Gorodnichenko (2012), Baum, Poplawski-
Ribeiro, and Weber (2012), Blanchard and Leigh (2013), Christiano, Eichenbaum, and Rebelo (2011),
Corsetti, Meier, and Müller (2012), Corsetti and others (2013), Erceg, Lindé, and Erceg (2014), Favero,
Giavazzi, and Perego (2011), and Ilzetzki, Mendoza, and Végh (2013).
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policy (Coenen and others, 2012). Higher levels of government spending are also as-

sociated with greater public indebtedness, which is likely to affect the fiscal multiplier

either because of spending reversals anticipated in the future (Corsetti, Meier, and

Müller, 2012), or because increases in sovereign risk premia increase funding costs

in the private sector, exacerbating in this way the effects of cyclical shocks (Corsetti

and others, 2013). A negative relation between the fiscal multiplier and the level of

government spending can also arise when the latter is financed via distortionary tax-

ation (Uhlig, 2010). This relation can be time-varying depending, for example, on

whether monetary policy is constrained and, therefore, not responsive to increases

in government spending (Christiano, Eichenbaum, and Rebelo, 2011; Eggertsson

and Krugman, 2012; Woodford, 2011). Similarly, Erceg, Lindé, and Erceg (2014)

show that the spending multiplier declines with the level of government spending in

a liquidity trap. Parker (2011) argues that if the multiplier declines with the size of

government spending, then countries with stronger countercyclical fiscal policy would

experience during recessions multipliers that are lower than the average multiplier

across countries.

While intuitive and founded on theoretical grounds, the possibility of incorporating

non-additive forms of unobserved heterogeneity when estimating the relationship

between government spending and output changes has not yet been explored empiri-

cally, to the best of our knowledge.

Our contribution in this paper is threefold: First, we argue that, when ignored, corre-

lated heterogeneity may severely bias fiscal multiplier estimates. We provide evidence

that multipliers are negatively correlated with the size of government spending in

a panel dataset of 127 countries over the period 1994-2011.3 We show that such

omitted negative correlated heterogeneity causes a significant downward bias in OLS

estimates of the average multiplier, which persists even if one controls for country-

specific and time-varying heterogeneity.

Second, we identify the average government spending multiplier and address poten-

tial endogeneity concerns from time-varying omitted variables using a selectivity bias

correction method proposed by Garen (1984), as well as a fixed-effect instrumental

3In the Appendix (Section VIII.A), we analytically motivate the finding of the negative correlation
between the multiplier and the level of government spending by showing that countries with higher
fiscal multipliers will optimally choose a lower level of government spending to minimize a given
output gap.
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variables estimator shown by Murtazashvili and Wooldridge (2008) to be consistent

under correlated heterogeneity.4 Our instrument for both these approaches exploits

cross-country differences in fuel subsidies schemes that induce variation in govern-

ment expenditures when exposed to fluctuations in oil prices. Governments in many

countries adopt subsidy policies with respect to fuel pricing to support fuel consump-

tion and insulate consumers against global oil price fluctuations. Our identification

makes use of the fact that an upward oil price shock sharply increases government

spending in high fuel subsidy countries relative to countries that do not subsidize fuel

consumption as much. Since fuel subsidizing policies are endogenously chosen by

governments, potentially in response to changing oil prices, we control directly for the

effect of the fuel subsidy regime and global oil price changes on output growth. Our

estimates for the fiscal multiplier after properly accounting for heterogeneity range

between 1.4 and 1.6.

Finally, given that substantial heterogeneity exists, it is useful to assess the range of

multiplier values both cross-sectionally and across time. We provide some evidence

in this direction by estimating the distribution of the effect of government spending

on output growth using quantile regressions. We compute the range of fiscal multi-

pliers for a given country during its periods of recessions (low output growth) and

booms (high output growth). Altogether, our estimates show that the effects of gov-

ernment spending on output are substantially heterogeneous. Taking into account the

heterogeneity, we estimate the average effect to be positive and significantly above

one.

Our approach offers distinct advantages in comparison to the previous literature. Our

estimates of fiscal multipliers incorporate flexible forms of heterogeneity in at least

two ways. First, our approach does not require the effect of government spending on

output to be stationary. In doing so, we differ from the many studies relying on the

DSGE or VAR approaches that assume that the effect of government spending to be

time-invariant. As pointed out by Parker (2011), such an assumption would have the

subtle implication that fiscal policy is as effective in a boom as it is in a recession. The

time-invariance assumption is also employed in studies that exploit cross-sectional

variation in government spending to secure identification. In addition, these studies

4Kraay (2012) uses a first-differenced instrumental variable estimator that is also, potentially, consis-
tent under correlated heterogeneity, to identify the effect of government spending shocks on output
growth for a sample of 29 low income countries. The effects are, however, assumed to be homoge-
neous.
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typically assume that the multiplier is homogeneous across countries as it is across

time.

Second, we do not impose any restrictions on the correlation structure of the hetero-

geneous coefficients, allowing them to co-vary with the explanatory variables. Here,

we differ from the approach taken by the panel time-series literature that uses es-

timators which allow for heterogeneity in the slope parameters (see, for example,

Pesaran (2006)), but rule out any correlation between the heterogeneous effects and

the regressors. In contrast to these approaches, our estimation strategy accommo-

dates time-varying additive and multiplicative forms of unobserved country-specific

heterogeneity.

The rest of the chapter is structured as follows. Section II describes our identification

and estimation strategy, Section III presents the data, Sections IV and V discuss the

results, and Section VII concludes.

II. EMPIRICAL IDENTIFICATION WITH HETEROGENEITY

Accounting for correlated heterogeneity has important implications for the interpreta-

tion of the fiscal multipliers. To see this point, consider a simple model of government

spending where output for country i at time t, Yi t , is a function of government expen-

diture at time t, Gi t , and where both the coefficient and the intercept are allowed to

vary across units:5

Yi t =α+βGi t+(αi−α)+(βi−β)Gi t+εi t
︸ ︷︷ ︸

Composite Error

. (1)

The above formulation shows that if we restrict the partial effects to be homogeneous

across units, the composite error term will contain the heterogeneous coefficient and

the intercept. The first term of the composite error term reflects omitted heterogene-

ity that is additive and can be differenced away using panel data. The second term

represents multiplicative or nonseparable omitted heterogeneity that cannot be easily

differenced away using standard panel data techniques. The average partial effect of

5Later, we consider a more general model, Yi t = βi t(Ai ,Ui t)Gi t +αi t(Ai ,Ui t), where we allow the
coefficient and the intercept to be functions of time-invariant unit specific heterogeneity, Ai , and a
time-varying disturbance Ui t .
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government spending is given by:

β =E
�

∂ Yi t(Gi t)
∂ Gi t

�

=E[βi]. (2)

In contrast, the average parameter estimate obtained by the mean regression function

in equation (1) does not identify a structural parameter, but identifies instead:

∂E[Yi t |G]
∂ Gi t

= β+

�

Cov
�

Gi t ,(αi−α)
�

+Cov
�

Gi t ,(βi−β)Gi t
�

Var(Gi t)

�

︸ ︷︷ ︸

Heterogeneity Bias

. (3)

This shows that the OLS estimate of the average partial effect will be biased unless

the covariance between government expenditure and the heterogeneous coefficients

is jointly zero.6 The direction and magnitude of the bias depends on the correlation

between the level of spending and the fiscal multiplier.

Our approach in this paper is to accommodate both unit and time-varying corre-

lated heterogeneity in the multiplier estimates by modelling the effect of government

spending on output using a correlated random coefficient structure. We use the cor-

related random coefficients (CRC) framework developed by Chamberlain (1992) and

Graham and Powell (2012), where the panel dimension of the data helps identify

the average partial effect of government spending on output. Our results, using the

CRC model and the instrumental variable identification strategy, suggest a significant

downward bias in OLS estimates as a result of omitted heterogeneity.

Before laying out our empirical strategy, we conduct a descriptive test to check for

heterogeneity in our data. If the true model contains heterogeneous coefficients that

are correlated with the values of government expenditure, then the entire path of Gi t ,

may have predictive power for β . This suggests that the presence of heterogeneity

bias will be signalled by including a full set of interactions of current government

spending with its lags and leads in equation (1) or by including some polynomial

6A burgeoning literature exploits cross-sectional variation in government spending, mostly across
sub-national units, to secure identification though an instrumental variable strategy. See, for example,
Acconcia, Corsetti, and Simonelli (2014) and Serrato and Wingender (2010). An IV approach would
also require strong conditions to estimate the average partial effect. In a cross-section case, (Heckman,
Urzua, and Vytlacil, 2006) show that, in general, an IV strategy cannot identify the average partial
effect when the heterogeneous coefficients are correlated with the endogenous variable even when the
instrument is separately orthogonal to each. In Section II, we show how additional variation through
panel data can help identify the effect.
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function f (·) of the mean of these lags and leads (Chamberlain, 1982). Using this

approach, we run some descriptive tests by estimating the following equations:

Yi t = α+βGi t+(αi−α)+ΩmGi t · f (Ḡi−µḠ)+εi t (4)

Yi t = α+βGi t+(αi−α)+
T
∑

s=1

Ωs Gi t ·Gis+εi t , (5)

where Yi t is the logarithm of real GDP, Gi t is the logarithm of total government spend-

ing and βi t is the elasticity of GDP with respect to total government spending. Ḡi

denotes the country specific mean of Gi t across the time period and µḠ is the sample

mean of Ḡi. Table 3 reports results from this test. The first column presents estimates

of the elasticity without the inclusion of polynomials of the mean interactions or

the full set of lags and leads interactions. Column 2 includes the polynomials (up

to three) of the interaction Gi t · f (Ḡi−µḠ). This term is highly statistically significant

indicating the presence of correlated heterogeneity. We find the same result when in-

cluding the interactions of the full set of lags and leads in column 3. The value of the

joint F-test statistic rejects the null hypothesis that the coefficients on the interaction

variables are jointly equal to zero. Finally, we also run similar descriptive tests using

a growth specification and obtain multiplier estimates, rather than output elasticities,

where the dependent variable, i.e., the growth rate of real GDP, is regressed on the

growth rate of total government spending. Similar to the elasticity specification, we

find that both the mean interactions and the interactions with the full set of lags and

leads are highly statistically significant, strongly suggesting that the impact multipli-

ers are heterogeneous and correlated with government spending.

A. Identification using panel data

We now, formally, describe our approach to estimating the average partial effect of

government spending by allowing the elasticity to vary over countries and to have

an arbitrary correlation structure with the level of government spending. The panel

structure of our data allows us to control for time-invariant heterogeneity by exploit-

ing within-country variation in Yi t and Gi t . We follow the approach of Chamberlain

(1992) and Graham and Powell (2012) and estimate a correlated random coefficients

(CRC) model. The approach is based on a generalized within-group transformation

that “differences away” the unobserved correlated effects. A crucial assumption, im-

plicit in this strategy, is that all regressors are strictly exogenous. In what follows,
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we provide a brief description of the identifying conditions and the estimation tech-

nique of the CRC model, assuming strict exogeneity of the regressors, and relax this

assumption later in the next section. Our description of the approach is based largely

on Graham and Powell (2012).

We start by allowing our parameters of interest in equation (1) to be time-varying.

More generally, we represent these parameters as functions of two unobserved effects,

a time-invariant unit specific heterogeneity, Ai, and a time-varying disturbance, Ui t ,

and denote these functions as b0i t(Ai,Ui t) and b1i t(Ai,Ui t). Then, the logarithm of

real GDP, Yi t , varies according to:7

Yi t = b0i t(Ai,Ui t)+ b1i t(Ai,Ui t)Gi t , (6)

where, as before, Gi t is the logarithm of total government spending and b1i t is the

country-by-period-specific elasticity of GDP with respect to total government spend-

ing. The coefficients are allowed to be correlated with the values of government

expenditure in the sense that the entire path of Gi t may have predictive power for

b0i t(Ai,Ui t) and b1i t(Ai,Ui t).

To simplify notation, let bi t(Ai,Ui t) = (b0i t(Ai,Ui t), b1i t(Ai,Ui t))′ and Git = (1,Gi t)
(intercept and logarithm of total government spending). Our interest is in identifying

the vector of average partial effects β =E[bi t(Ai,Ui t)]. In compact form, the model can

be rewritten as:

Yi t =Gi t bi t(Ai,Ui t). (7)

Note that the time-varying random coefficients on all regressors can nonlinearly de-

pend on Ai and/or Ui t . In addition to the maintained strict exogeneity assumption,

the following conditions are required to hold under the CRC model (Graham and

Powell, 2012):

Assumption 1. CRC conditions:

1.1 bi t(Ai,Ui t) = b∗i (Ai,Ui t)+di t(U2,i t) for t = 1,.. . , T and Ui t =
�

U1,i t ,U2,i t
�′

.

1.2 Ui t |Gi,Ai
D
= Uis|Gi,Ai for t = 1,.. . , T and t 6= s.

7In this section, for ease of notation, our model contains only one regressor and a constant. How-
ever, in our empirical model we consider a more general specification with additional conditioning
covariates.
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1.3 U2i t |Gi,Ai
D
= U2i t .

Assumption (1.1) states that the random coefficient consists of a “stationary” and

a “nonstationary” component. The stationary part, b∗i (Ai,Ui t), does not vary over

time while the nonstationary part, di t(U2,i t), allows both the functional form and/or

the actual measure of the unobserved time-varying component to vary over time.

Assumption (1.2) imposes marginal stationarity of Ui t given Gi and Ai which means

that the joint distribution of (Ai,Ui t) given Gi does not depend on t. This assumption

rules out time-varying heteroscedasticity but still allows for serial dependence in Ui t .

Assumption (1.3) requires movements in the time-varying component of the random

coefficient, Ui t , to be idiosyncratic, i.e., independent of Gi and Ai.

Under these conditions, Graham and Powell (2012) show that the average partial

effects, can be obtained in the following way. First, note that Assumptions (1.1)-(1.3)

imply that:

E[bi t(Ai,Ui t)|Gi] = E[b∗i (Ai,Ui t)|Gi]+E[di t(U2,i t)|Gi] (8)

= E[b∗i (Ai,Ui1)|Gi]+E[di t(U2,i1)] (9)

= βi(Gi)+δt , ∀ t = 1,..., T. (10)

where δ denotes the vector of aggregate shifts in the random coefficients over time.8

This essentially, implies that the random coefficient consists of a unit-specific, time-

invariant, function of the underlying regressors and a time-varying, aggregate, com-

ponent that is common to all cross-sectional units. In a nutshell, the identification

strategy comprises of exploiting the combined, cross-sectional and time-series, vari-

ation present in panel data. This is done by, first, using a within-group estimator to

obtain the time-varying aggregate shift parameters, δ. The within-group estimator dif-

ferences away the time-invariant unobserved heterogeneity, βi(Gi), so as to identify

δ using the remaining differenced out cross-sectional variation. In the second step,

we use our estimate of δ to detrend the vector of outcomes. The unit-specific random

coefficients are then obtained as the generalized least squares fits of each unit’s de-

trended time-series of outcomes vis-a-vis the regressors. Finally, the average partial

8Equation (32) is equivalent to a common-trends assumption, i.e., the differences in the coefficient
values between two time periods are equal, and equal to the difference between the aggregate time
trends, regardless of the regressor histories. Formally, consider two regressor histories Gi and G†

i :
E[bi t(Ai ,Ui t)|Gi]−E[bis(Ai ,Uis)|Gi] =E[bi t(Ai ,Ui t)|G

†
i ]−E[bis(Ai ,Uis)|G

†
i ] =δt −δs .
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effect, β , is identified by the mean of the, estimated, unit-specific coefficients. Further

details of the estimation procedure are provided in Section VIII.B of the appendix.

Overall, the CRC model allows incorporating heterogeneity in a flexible way as it does

not restrict the form of the heterogeneity present in the data. Despite this advantage,

one shortcoming of the approach is that it relies on the assumption of strict exogene-

ity of the regressors. As a result, our estimates from this model would be biased if

there are time-varying omitted variables that influence both government expenditure

and output. Nevertheless, the comparison of OLS and CRC estimates still provides

a useful measure of the extent of bias due to heterogeneity. In the next section, we

discuss our identification strategy which is robust to heterogeneity and the presence

of time-varying omitted variables.

B. Identification using panel data and instrumental variables

As noted above, the CRC model is unable to accomodate the bias due to omitted time-

varying unobservables. In order to address this concern together with accounting for

unobserved heterogeneity, we rely on instrumental variables in a panel dimension

utilizing the framework provided by Murtazashvili and Wooldridge (2008). The au-

thors show that a fixed-effects approach combined with instrumental variables can be

used to consistently estimate the average partial effect in the presence of correlated

heterogeneity. We start with eliminating αi from equation (1) by first differencing our

variables together with using a fixed-effects estimator. Apart from being able to elimi-

nate the additive heterogeneity, another advantage of using growth indicators, rather

than logarithmic values, is that the average partial effect can be interpreted directly

as the impact multiplier. In contrast, an elasticity obtained from a log-log specification

needs to be multiplied with the average ratio of GDP to government spending to be

interpreted as a multiplier. We rewrite the model with variables “detrended” of their

individual-specific trends:

∆̈Yi t = β
M∆̈Gi t+(β

M
i −β

M )∆̈Gi t+ ε̈i t . (11)

Here, ∆̈Yi t is the detrended measure of ∆Yi t and denotes the annual growth rate in

real GDP. ∆̈Gi t is the detrended measure of ∆Gi t and denotes the annual change
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in total government spending scaled by the lagged level of real GDP.9 ε̈i t denotes

the time-varying country-specific error term. The government spending multiplier is

defined as the change in output brought about by a change in government spending.

Thus, in our specification, βM
i captures the country specific government spending

multiplier.

Next, we consider an instrumental variable Z̈i t , also detrended, that can be used to

predict the endogenous variable ∆̈Gi t , as follows:

∆̈Gi t =πZ̈i t+ v̈i t . (12)

Before discussing the conditions under which the FE-2SLS is consistent, we provide a

detailed description of our chosen instrument.

C. Identifying instrument: Fuel subsidies and oil price shocks

We construct our instrument using variation from the differential effects of an inter-

national oil price shock on the government spending across the various fuel subsidy

regimes. Fossil fuel subsidies are broadly classified into consumer and producer subsi-

dies. Consumer subsidies for oil products, such as gasoline and diesel, are widespread

and are associated, in many cases, with substantial fiscal burden for the country that

adopts them. They are typically measured by comparing the final consumer prices

in each country to a benchmark price which represents a ‘normal sales’ price. ‘Nor-

mal sales’ prices for fuels, in turn, depend on factors such as crude oil prices, costs of

production, demand forces, the market structure, as well as distribution and trans-

portation costs.

Oil and its products are globally traded, and, therefore, their trade prices do not vary

significantly across countries. Significant differences in retail fuel prices primarily

arise from the different fuel pricing policies pursued by each country. Retail prices

that are above the ‘normal sales’ price level indicate that the country is taxing do-

mestic fuel consumption. On the contrary, when the retail price of a fuel is lower

than its reference price, then the country is considered to subsidize its consumption.

9The growth in total government spending is scaled by the lagged level of real GDP rather than by the
lagged level of total government spending, i.e., ∆Gi t =

gi t−gi t−1
yi t−1

, where g and y represent the levels of

total government spending and real GDP, respectively.
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Coady and others (2010) show that both pre-tax and post-tax subsidies constitute a

significant proportion of both GDP and government expenditure. They report that the

average pre-tax subsidy is 4% ($1.47 billion) while the average post-tax subsidy is

around 9% ($3.6 billion). Amongst countries that provide fuel subsidies, the average

pre-tax and post-tax subsidies are 7% ($2.6 billion) and 16% ($6.4 billion), respec-

tively. These subsidies can strongly affect government expenditure as can be seen, for

instance, in the case of Indonesia whose pre-tax and post-tax subsidies are about 60%

and 85% respectively of total government expenditure (Coady and others, 2010).

There are two benchmark prices that are often adopted in cross-country comparisons

of fuel pricing policies: crude oil prices and the U.S. average retail prices. The first

benchmark is used because crude oil is the primary input in the production of fuels

and countries that set retail prices below the price of this primary input, despite sub-

sequent value additions, are considered to heavily subsidize oil products. The second

benchmark, i.e., the average U.S. retail price, is used because the U.S. market for fu-

els is characterized by intense market competition and low taxation.10 As a result,

GIZ (2012) distinguishes between the fuel taxation and subsidy regimes based on the

U.S. retail price which comprises of the industry margin, the Value Added Tax and a

minimal tax of approximately $0.10 per litre for financing the federal and state road

funds. According to GIZ (2012), a taxation level of 10 US cents per litre is sufficient

to cover road maintenance costs in most developed and developing countries.

To see how retail prices vary across countries as a result of these subsidies, we plot

in Figure 1 the variation in the average gasoline and diesel prices across countries

for the year 2010. The graph also plots for reference the international ‘Brent’ price

of oil in 2010. It is evident that there is a wide, cross-sectional, dispersion in the re-

tail prices of gasoline and diesel across countries that depends on the level of fuel

subsidies provided, as explained above. What is more important is that we find within-

country, time-series variation in retail prices of gasoline and diesel, as fuel subsidy

policies of countries are likely to change over time (GIZ, 2012). Table 2 shows the

transition matrix with respect to fuel and gas subsidies for our pooled country-year

sample observations. Figures highlighted in bold indicate observations that change

regimes over time. The percentage of country-year observation switches across regimes

are 6% and 10% for gasoline and diesel, respectively. A large part of this total transi-

10For many years, the U.S. has adopted a very low fuel taxation policy. To verify that the fuel taxes
in the U.S. are the lowest among the industrialized countries, see Tables 8, 9 and 10 of IEA (2013,
pp. 297-299).
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tion is on behalf of countries that switch from low-to-no subsidy, high-to-low subsidy

and low-to-high subsidy for both gasoline and diesel. We have, therefore, substantial

variation in the status of subsidy regime even within-country and over time. This vari-

ation is crucial for our identification strategy which is discussed in detail in Section

II.D below.

Our identification strategy combines the joint effect of an oil price shock and the fuel

subsidy regime, whilst implicitly controlling for the direct impact on output growth

from each of these two effects. To highlight this joint effect, we examine the tempo-

ral distribution of international vis-a-vis domestic oil prices over time. Figure 2 plots

the international and domestic prices of oil and gasoline across all subsidy regimes.

We also plot the domestic price of gasoline in the U.S., our price benchmark for the

low subsidy regime classification. The graph depicts our chosen classification in a

clear manner. It shows that the domestic retail price for gasoline in the no subsidy

regime remained well above both the international oil price and the U.S. gasoline

price throughout the entire period. Similarly, it can be seen that the domestic retail

price for gasoline in the high subsidy regime remained well below both the interna-

tional oil price and the U.S. gasoline price throughout the entire period. The domestic

retail price for gasoline in the low subsidy regime (excluding the U.S.) trended be-

tween the prices set by the two benchmarks, i.e., the international Brent and the U.S.

domestic gasoline prices.

To construct our cross-country and time-varying instrument, we interact a country-

specific measure of oil-price shocks, Oi t , with a variable, SGas
i t , that captures the type

of gasoline subsidy scheme that is implemented in the country. We define the gasoline

subsidy scheme as follows:

• SGas
i t = 2: The country implements a high subsidy scheme for gasoline when its

domestic retail pump price is below the price level of crude oil (Brent).11

• SGas
i t = 1: The country implements a low subsidy scheme for gasoline when

its domestic retail pump price is above the price level of crude oil (Brent), but

below the average price level of gasoline found in the US.

11The ‘pump price’ is the retail price of gasoline. Further details on the data used are provided in
Section III.
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• SGas
i t = 0: The country does not implement any subsidy scheme for gasoline when

its domestic retail pump price is above the price level of crude oil (Brent), as

well as above the average price level of gasoline found in the US.

The variable SDiesel
i t is constructed in a similar way to the one described above for

gasoline. The oil price shock for each country, Oi t , is measured as the product of the

log-change of the crude oil price ∆ln(OilPrice)t with the country’s average ratio of

net oil exports over GDP, θi:
12

Oi t =∆ln(OilPrice)t ·θi. (13)

We instrument for changes in total government spending using the variable:

Zi t = SGas
i t−1 ·Oi t−1. (14)

We include as regressors the oil price shock, as well as the lagged values of domestic

gasoline and diesel subsidy regimes. In this way, we allow for the direct effects of oil

price shock and fuel subsidy regimes on output growth. Hence, we include Oi t , SGas
i t−1,

SDiesel
i t−1 , as well as year fixed-effects to capture year-on changes in international oil

prices.13

Vector X
′

i t−1 is used in some specifications to check the robustness of our results to the

inclusion of additional regressors, such as change in the value of net imports and past

changes in the growth rate of real GDP.

Figure 3 provides an illustration of our identification strategy and the first-stage effect

by plotting the change in international (Brent) oil prices and the changes in govern-

ment spending for all three regimes over the period 1995-2010. This graph clearly

shows how the changes in government expenditure fluctuated in accordance with

12See, also, Brückner, Chong, and Gradstein (2012) for a similar definition of the oil price shock.
13Note that we include the current oil price shock as a control variable while using its first lag as an
instrument. This specification is consistent with the findings of Brückner, Chong, and Gradstein (2012)
who find that only the first lag of an oil price shock has a significant and positive effect on change
in government spending while its impact and lead effects are statistically insignificant. In contrast,
they find that current oil price shocks have a significant positive effect on output growth on impact
but its lead and lagged effects are insignificant. We show in Section IV that we obtain similar results.
Therefore, we exclude further lags of the oil price shock in the second stage not only because they have
an insignificant effect on output growth, but also because they weaken the instrument set, as only the
first lag of the oil price shock is informative in predicting change in government spending.
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the change in international oil prices for the high subsidy regime. We find a sharp in-

crease in government consumption for this regime around the years 2006-2008, when

international oil prices were at their peak. This can be explained by the fact that gov-

ernments belonging to the high subsidy regime had to fund the difference between

the wholesale (international) and retail (domestic) prices by sharply increasing their

budgetary expenditure relative to other years to stabilize domestic gasoline prices. In-

terestingly, government consumption under the low- and no-subsidy regimes is much

less volatile during the same period, and follows a pattern that is very different from

the one observed for the volatility in the international oil price.

We, therefore, have reasons to expect that the oil price shocks positively affect gov-

ernment consumption in high subsidy regimes relative to the low- and no-subsidy

regimes. Our first-stage estimates reported in Section IV verify this descriptive analy-

sis.

D. Identifying conditions and estimation

Given the availability of this instrument, the FE-2SLS is consistent under the following

conditions (Murtazashvili and Wooldridge, 2008):14

Assumption 2. FE-IV conditions:

2.1 E[ε̈i t |Z̈i t] = 0.

2.2 E[βM
i |Z̈i t] =E[βM

i ] = β
M .

2.3 Cov(∆̈Gi t , β
M
i |Z̈i t) = Cov(∆̈Gi t , β

M
i ).

Assumption (2.3) implies that the conditional covariances of the random coefficient

and the regressor should equal their unconditional covariances. This implies that

E[(βM
i −β

M )∆̈Gi t |Z̈i t] =E[(βM
i −β

M )∆̈Gi t] = γt . Note that we allow for the uncondi-

tional covariances to change over time. As a result, (βM
i −β

M)∆̈Gi t = γt+ ri t , where

ri t denotes a random disturbance, and:

∆̈Yi t = β
M∆̈Gi t+γt+(ri t+ ε̈i t). (15)

14Murtazashvili and Wooldridge (2008) note that these conditions are most likely to apply when the
endogenous explanatory variables are continuous, as in our context.
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Thus, our specification explicitly includes time dummies, as required by condition

(2.3). Assumption (2.2) is critical to our identification strategy and states that the cor-

related random coefficient βM
i is mean independent of all the unit-specific detrended

instruments. However, this is a weaker assumption than full independence (of the

instrument and coefficient) because it allows βM
i to be arbitrarily correlated with

systematic components of Zi t . Therefore, in our context we only require that the idio-

syncratic movements in Zi t – the oil price shocks – be uncorrelated with βM
i . This is

a reasonable condition that is most likely met in our data since oil price movements

are global and not country specific. Finally, Assumption (2.1) requires that the unit-

specific detrended instruments be independent of the unobserved error component

ε̈i t . Our specification includes controls for the chosen fuel subsidy regime and global

oil price changes. These variables capture the direct effects of the endogenously cho-

sen fuel subsidizing policy, potentially in response to changing oil prices, on output

growth. Our exclusion, therefore, requires that conditional on the choice of the fuel

subsidizing policy, the interactive effect of oil price shocks and the subsidy regime has

no direct effect on output growth. We devote Section V.B to discuss and ensure the

validity of this assumption. In addition to these three assumptions, we also need the

standard rank condition to be satisfied. For this, we require that there is still sufficient

correlation between the instrument and endogenous regressor after netting out the

individual specific trends. We also require that the de-trended instrument contains

sufficient variation. As shown in Figure 3 and in the subsequently reported first-stage

estimates, both parts of this condition are satisfied in the data.

These conditions imply that E[ε̈i t |Z̈i t] = 0 and E[ri t |Z̈i t] = 0, so that the IV fixed-

effects method using instruments Z̈i t , consistently estimates the average partial effect

βM . We use a two-stage least squares estimator to estimate the parameters, adjusting

for heteroskedasticity in the variance estimates.

We also use an alternative estimation strategy provided by (Garen, 1984) that, al-

though somewhat restrictive, provides a useful measure of the extent of bias due to

correlated heterogeneity.15 The parametric ‘control-function’ approach developed by

(Garen, 1984) makes use of the estimated residuals from the first-stage (equation

15(Garen, 1984) requires Assumptions (2.1)-(2.2) to hold as before, but adds the additional restric-
tions E[βM

i |Z̈i t] = 0, E[ε̈i t |∆̈Gi t , Z̈i t] = λG∆̈Gi t +λZ Z̈i t , and E[βM
i |∆̈Gi t , Z̈i t] =ψG∆̈Gi t +ψZ Z̈i t .

Effectively, the combination of all these assumptions imply that E[ε̈i t |∆̈Gi t , Z̈i t] = λG∆̈Gi t and
E[βM

i |∆̈Gi t , Z̈i t] =ψG∆̈Gi t . Replacing these assumptions into equation (1) produces the convenient
formulation of equation (16).
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(12)) and plugs them in the structural equation of interest to, effectively, purge out

the bias. Specifically, we estimate:

∆̈Yi t = β
M∆̈Gi t+λGbv̈i t+ψG∆̈Gi t ·bv̈i t+ ëi t . (16)

The coefficient λG = Cov(ε̈i t , v̈i t)/Var(v̈i t) provides a measure of the extent of bias

due to omitted variables while the coefficient ψG = Cov(βM
i , v̈i t)/Var(v̈i t) provides a

measure of the extent of bias due to correlated heterogeneity. The control function

method is estimated using a weighted least squares that adjusts for the heteroskedas-

ticity due to the inclusion of the estimated first-stage residuals.16

III. DATA SOURCES

This section provides a description of the data used in our analysis. The data for our

main variables of interest, real GDP and total government expenditure, are obtained

from the 2013 edition of the World Bank’s World Development Indicators Database.

The same source provides data on oil imports and exports that we used to calculate

each country’s average ratio of net oil exports over GDP, θi. The database was also

used to retrieve data for other macroeconomic variables, such as net imports of goods

and services, government revenue, tax revenue over GDP and inflation rates, which

were used in our robustness checks.

We constructed our fuel subsidy index using data on domestic pump prices for gaso-

line and diesel from the German Agency for International Cooperation17 (GIZ, for-

merly GTZ) and crude oil (Brent) price data from the BP Statistical Review of World

Energy.18 The GIZ collects information for retail prices of gasoline and diesel in over

170 countries since 1991. The primary source for data on industrialized countries is

the German Automobile Club in the EU, whereas data for developing countries are

based on locally administered price surveys. The GIZ data reports retail prices using

16 The variance of the disturbance term in equation (16) is a function of ∆̈Gi t and (∆̈Gi t)2. To obtain
consistent estimates, we first regress ∆̈Gi t and (∆̈Gi t)2 on the squared residuals from equation (16)
and use this to estimate the variance matrix of disturbances used in weighted least squares.
17Access to the data is provided via the GIZ publication International Fuel Prices (www.giz.de/
fuelprices) and the World Development Indicators database maintained by the World Bank.
18The price data and the BP Statistical Review of World Energy are available at http://www.bp.com/
statisticalreview.

www.giz.de/fuelprices
www.giz.de/fuelprices
http://www.bp.com/statisticalreview
http://www.bp.com/statisticalreview
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nationwide average filling station fuel price statistics, i.e., the ‘pump price’ for Euro-

pean countries. For all other countries, fuel prices posted at the filling stations in the

respective capital cities were used (GIZ, 2012). Given that the GIZ survey on domestic

fuel prices is biennial, we imputed the missing values on the retail pump prices using

the average retail pump price from the previous and the subsequent year for which

the data is available. All prices are expressed in U.S. dollars per litre. We assign coun-

tries into three types of fuel subsidy schemes following the categorization described

earlier in Section II.C. Similar classification criteria are adopted by GIZ (2012) which

further categorizes countries into those that adopt either a high or a low fuel taxation

scheme.19

The summary statistics for the sample data and variables used are provided in Table 1.

All macroeconomic variables are measured in constant 2000 U.S. dollars.

IV. RESULTS

We first report results from the CRC model. The dependent variable for all specifica-

tions is the logarithmic value of real GDP which is regressed on the logarithmic value

of total government spending. The estimated average partial effects, therefore, yield

the average elasticities of GDP with respect to government spending. We use the years

2010, 2011 and 2012 as our sample for estimation.20 Column 1 of Table 4 presents

the elasticity estimates from a fixed-effects OLS specification without intercept or

coefficient shifters. The estimated elasticity is low, at 0.073, implying that a 1% in-

crease in government expenditure increases GDP by 0.073%. Column 2 adds intercept

shifters and time-varying elasticities. The results remain unchanged with the elastic-

ities ranging between 0.07 and 0.066. Finally, in column 3 we report Chamberlain’s

(1992) CRC method estimates which include intercept shifters as well as time-varying

coefficients. The CRC point estimates are much larger than the FE-OLS estimates,

indicating that the OLS estimates are downward biased as a result of correlated het-

19More specifically, GIZ (2012) distinguishes between the high and the low fuel taxation categories
depending on whether the retail price of gasoline (or diesel) is above the price level of the United
States and above the lowest price that can be found among EU countries.
20With only two random coefficients and three years of data, our model is overidentified. In principle,
one can use all the available time periods to estimate the CRC model. However, adding more time peri-
ods than necessary results in the model becoming heavily overidentified and the structural parameter
becoming a more complicated function of the underlying reduced form parameters.
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erogeneity. The CRC estimate for the elasticity is stable at around 0.38, which implies

a multiplier of approximately 1.5 when evaluated at the sample average ratio of GDP

to government expenditure.

In what follows, we report results from our fixed-effects instrumental variables strat-

egy. All specifications in Table 5 include country and year fixed-effects. In the first

column of Table 5 we present the FE-OLS estimation results for equation (11). The

FE-OLS estimate of the government spending multiplier is 0.236, which is statisti-

cally significantly different from zero at the five percent level. The second column

shows the estimates of the first-stage effects that the suggested instrument has on the

change of total government consumption following the specification provided in equa-

tion (12). The main conclusion from these estimates is that the interaction term of the

country-specific oil price shock and the index for the gasoline subsidy scheme exerts

a positive and highly significant effect on changes in total government expenditure.

The economic rationale behind the first-stage results was explained in the discussion

of Figure 3 in Section II.C.

Using this interaction term as an instrument for the changes in government spending,

we present the two-stage least squares (2SLS) estimates of the government spend-

ing multiplier in the third column of Table 5. The first-stage F-statistic is 14.1 and,

therefore, exceeds the Staiger and Stock (1997) rule-of-thumb threshold of 10 below

which instruments are considered weak. The point estimate of the government spend-

ing multiplier in our baseline 2SLS specification is 1.45, which is significant at the 5

percent significance level and well above the OLS estimate of column 1. In column

4, we present results from an alternative control function strategy corresponding to

equation (16), as developed by (Garen, 1984). Given the linear conditional expecta-

tions restrictions, this specification provides a simple test for the direction and magni-

tude of the heterogeneity bias. As per equation (3) and equation (16), the direction

of the heterogeneity bias depends on the impact of time-varying omitted unobserv-

ables, λG, as well as the extent of correlation between the multiplier heterogeneity

and government spending, ψG.

Column 4 of Table 5 reports three findings. Firstly, consistent with the CRC and FE-IV

results, we find that the control function approach yields estimates for the average

multiplier that are much higher than the OLS. Second, the estimated coefficient of the

first control function, λG, is negative and highly significant. This implies that the omit-

ted variables bias in the conventional FE-OLS estimate is non-negligible. The negative
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sign suggests that there are time-varying unobservables that, while positively corre-

lated with government spending growth, are negatively correlated with GDP growth.

An example of such an unobservable is the counter-cyclical nature of fiscal policy.

Time-varying counter-cyclical fiscal policy would imply that periods of higher output

growth are likely to coincide with periods of relatively lower government spending

and vice versa. As a result, the omission of this latent variable can induce a down-

ward bias in conventional OLS estimates. Third, we find that the coefficient estimate

on the selection bias control function, ψG, is also negative and highly significant. This

means that the negative effect of the time-varying unobservables is larger at higher

levels of government spending growth. This confirms our earlier finding that the het-

erogeneity in the fiscal multiplier estimates is negatively correlated with government

spending.

In Table 6 we check the robustness of our baseline estimate of the government spend-

ing multiplier by successively including more control variables. All estimates of the

multiplier lie in the range between 1.4 and 1.57. Our results are robust to the in-

clusion of changes in the price of oil (column 1 and columns 3-8), the current and

lagged logarithmic values of domestic gasoline and diesel pump prices (columns 2-6),

as well as the change in the prices of gasoline and diesel (columns 7 and 8). Further,

the estimates of the government spending multiplier remain stable when additional

variables such as the annual change in net imports of goods and services scaled by

lagged GDP (columns 5-8) and the lagged change in real GDP growth (columns 6 and

8) are included.

Our estimated effects of oil shocks on government expenditure change and output

growth are largely consistent with those found in Brückner, Chong, and Gradstein

(2012) who estimate the permanent income elasticity of government spending. In

their paper, the authors find that only the first lag of oil shock has a significant and

positive effect on change in government spending while its impact and lead effects

are statistically insignificant. Further, they find that current oil price shocks have a sig-

nificant positive effect on output growth on impact but its lead and lagged effects are

insignificant. Our results differ slightly from their findings. Similar to them, we find

that the first lag of the oil price shock has a significant and positive effect on change

in government spending but, contrary to their result, we do not find a significant ef-

fect of current oil shock on output growth. This could be due to two reasons: first,

in our specification we additionally condition on domestic gasoline and diesel prices

which may reflect most of the impact; secondly, in comparison to their sample, we
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analyze a much shorter and different time period.21 In line with Brückner, Chong,

and Gradstein (2012), we use the lagged oil price shock as part of the instrument

set but we also condition on the current oil price shock in the second stage since it

has a direct effect on output growth. We exclude further lags of the oil price shock in

the second stage not only because they have an insignificant effect on output growth,

but also because they weaken the instrument set, as only the first lag of the oil price

shock is informative in predicting changes in government spending.

The first-stage F-statistic reported in every column of Table 6 remains above 13 and,

therefore, our estimations pass the weak instrument test. The estimate of the govern-

ment spending multiplier lies in the vicinity of 1.5 and remains positive and statisti-

cally significant at the 5% level in most specifications (i.e., columns 2-6).

V. ROBUSTNESS CHECKS

In this section, we assess the sensitivity of our results to various robust inference

schemes, as well as to the presence of outliers. We also qualitatively assess the validity

of our instrumental variable strategy.

A. Inference and outliers

In our original specification, we use heteroscedasticity and autocorrelation (HAC)

robust standard errors for inference and allow for a bandwidth of up to 2 lags for

autocorrelation robust inference. In what follows, we use various standard error cor-

rection techniques to derive inference. Panel A of Table 7 reports our results for this

exercise. All estimates are based on the specification reported in column 5 of Table

6. We present both 90% and 95% confidence intervals for each result. Column 1 clus-

ters standard errors on both country and year identifiers. Our main result remains

significant at the 10% level, despite that clustering by country and year increases stan-

dard errors by a slight margin. There is probably little to be gained from clustering

on these units, given that we include country and year fixed-effects in our specifica-

tion which tend to absorb the majority of the within-country and within-time hetero-

geneity. Conditional on fixed-effects, a more serious threat to our inference approach

21Brückner, Chong, and Gradstein (2012) analyze data between 1960-2007 compared to our analysis
which spans 1992-2010.
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comes from arbitrary cross-sectional dependence between unobservables (for exam-

ple, within regions, continents etc.). We explore this issue below.

In the next two columns, we calculate standard errors accounting for potential cross-

sectional dependence. The assumption that the disturbances of a panel model are

cross-sectionally independent is often found inappropriate. For example, the pres-

ence of trade links, regional integration and other similar factors may induce depen-

dence amongst unobservables across countries at any time period. Such unobservable

common factors, although uncorrelated with the explanatory variables, can bias the

standard error estimates, thereby invalidating any statistical inference based on them.

We, therefore, account for the possibility that cross-sectional dependence may be

present to assess the sensitivity of our chosen (HAC robust) inference approach. First,

we consider cross-sectional dependence due to spatial correlation. Following Conley

(1999) we compute nonparametric estimates of the variance-covariance matrix that

allow for contemporaneous spatial correlations between countries whose centroids

lie within 1000 kilometers of one another. In addition, nonparametric estimates of

country-specific serial correlation are estimated using linear weights that decay to

zero after a lag length of 4. This ensures that our inference is adjusted to account

for heteroscedasticity, country-specific serial correlation, and cross-sectional spatial

correlation. The spatial dependence adjusted standard-errors are reported in column

2. The increase in standard errors is very small and our estimates remain positive

and significant at the 5% level, despite that we account for spatial cross-sectional de-

pendence. However, it is possible that the cross-sectional dependence is not entirely

spatially driven.

To allow for a more general form of cross-sectional dependence, we calculate Driscoll

and Kraay (1998) proposed standard errors, accounting for our panel dimension

(Hoechle, 2007), and report these results in column 3. Driscoll and Kraay (1998)

propose a technique to compute a nonparametric covariance matrix estimator that

produces heteroscedasticity consistent standard errors that are robust to very general

forms of spatial and temporal dependence. As before, we find that our inference is ro-

bust to accommodating even these general forms of spatial and temporal dependence

and our estimates remain significant at the 5% level.

In all our specifications, we report strong first-stage F-statistics that are greater than

15. Nevertheless, in column 4, we account for the possibility that our identification is

based on weak instruments and compute confidence intervals (CI’s) that are robust
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to weak instruments as developed by Chernozhukov and Hansen (2008). Their ‘dual’

inference procedure involves constructing confidence intervals through a linear re-

gression of a transformed dependent variable, Y −βMX, on the set of instruments, Z,

and then testing that the coefficients on Z are equal to 0 using a conventional robust

covariance matrix estimator. The resulting confidence intervals are also robust to het-

eroscedasticity and autocorrelation. Our results indicate that the weak instrument ro-

bust confidence intervals are quite close to our conventional confidence bands [0.195,

3.361] compared to the original [0.118, 2.98] at 95%. Although slightly wider, they

indicate a shift to the right of the distribution so that the lower bound of the weak in-

strument robust CI is farther away from zero, compared to the lower bound obtained

from conventional CI’s. We have, therefore, demonstrated that our usual HAC ad-

justed inference approach is robust to and stable across various inference correction

procedures adopted.

Finally, in Panel B of Table 7 we consider the sensitivity of our estimates to dropping

influential observations and outliers. We use two measures of leverage to drop out-

liers, Cook’s Distance and DFFITS (Belsley, Kuh, and Welsch, 1980). Both statistics

measure how much an observation influences the model as a whole. While Cook’s

distance measures the aggregate change in the estimated coefficients when each ob-

servation is left out of the estimation, the DFFITS statistic measures the change in the

predicted value for each observation when that observation is left out of the regres-

sion. Using both techniques, we find that our IV results decrease in magnitude by a

small amount, from 1.55 to 1.27 but are still positive, significant and greater than

one. For both methods, the first-stage F-statistic reduces slightly but remains above

the Staiger and Stock (1997) rule of 10.

Overall, despite the small variability in point estimates due to dropping outliers, our

broad set of robustness checks confirms that our results are stable, both in terms

of estimation and inference. Our main finding, that the fiscal multiplier is positive,

significant, and fairly large is consistent across all robustness checks.

B. Instrument validity

Our identification strategy exploits cross-country differences in fuel subsidies schemes

that induce variation in government expenditures when exposed to fluctuations in oil

prices. We make use of the fact that an oil price shock sharply increases government
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spending in high fuel subsidy countries relative to countries that do not subsidize fuel

consumption as much. In this way, we expect our instrument to be correlated with

total government expenditure. Once we control directly for the effect of changes in

retail oil prices, as well as global oil price changes (via the inclusion of year fixed-

effects), we should expect no direct effect of our instrument on output.

In this sub-section we present evidence to corroborate the validity of our instrumental

variable strategy. We explore three potential threats to identification: (1) impact of

fuel subsidy on government revenue; (2) indirect impact of fuel subsidy on inflation

and (3) impact of fuel subsidy on tax revenue. In effect, we examine if fuel subsi-

dies are correlated with factors that themselves are correlated with output growth,

since this could invalidate our identification strategy. We take up each one of these

concerns below.

First, we explore if, empirically, the fuel subsidies are reflected in the revenue, rather

than the expenditure, side of the government budget. This would be the case, for

example, if the government decides not to make an explicit transfer to the domestic

public sector oil companies in order to cover their losses from selling oil products

below the normal sales price. Then, these firms would report an accounting loss on

their balance sheets, which would result in an equivalent reduction in government

revenue (Coady and others, 2010). Most fuel subsidizing countries, however, follow a

formula-based fuel pricing mechanism (GIZ, 2012) and will rarely deviate from this

to avoid additional administrative costs. Nevertheless, to address this concern, we

empirically examine whether our instrument had any impact on government revenue

changes. Column 1 of Table 8 reports results from this exercise, where we find an

insignificant, close to zero, effect of our instrument on government revenue changes.

Next, we investigate whether the instrument has an indirect effect on inflation by af-

fecting consumer spending. Consumer spending and inflation are potentially affected

in high subsidy regimes when fuel subsidies induce income and/or substitution effects

that result in consumers purchasing and inflating prices of other commodities. This

would cause the instrument to be positively correlated with inflation. Inversely, in

low or non subsidy regimes, prices of oil products and transportation costs can act as

important drivers of inflation since oil price changes are typically passed on to con-

sumers. This would result in the instrument being negatively correlated with inflation.

The total effect of an oil shock on inflation across different subsidy regimes, however,

remains ambiguous. Further, whereas the effect of an oil price shock on government
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expenditure is instantaneous (in subsidy regimes), the full effect of a similar shock on

inflation typically emerges only several periods after its occurrence. We should not,

therefore, expect an effect of our instrument, the first lag of oil shocks across subsidy

regimes, on current inflation. We test and verify this in column 2. The results show

that our instrument has no effect on inflation changes.

Finally, we offer evidence to mitigate the concern that government tax revenues are

differentially affected across oil subsidy regimes. We explore this issue and report re-

sults from regressing our instrument on tax revenue changes in column 3. While we

find that it is indeed the case that a high fuel subsidy regime is negatively and signif-

icantly correlated with changes in tax revenue, its interaction with oil shocks, our in-

strument, has no effect on the same. This shows that while low or no fuel subsidizing

regimes generate higher tax revenues compared to high fuel subsidizing regimes, this

effect is not different when exposed to an oil shock. Since we control for the direct

effect of the fuel subsidy regime on output growth and exploit only the interaction

effect of the subsidy regime with the oil shock, we believe that our identification is

robust to this concern.

Overall, all three robustness checks lend substantial support to our identification

strategy and instrument.

VI. QUANTILE ESTIMATES OF THE FISCAL MULTIPLIER

In the previous sections, we estimated the magnitude of fiscal multipliers based on

the conditional mean relationship between growth rates of output and government

spending. Our results indicate the presence of substantial heterogeneity in the mul-

tiplier estimates, which when ignored could result in severely downward biased es-

timates. After properly accounting for heterogeneity, we find a large effect of gov-

ernment spending on the mean output growth of countries across time. Given that

substantial heterogeneity exists, policy-makers will often be interested in assessing

the value of the multiplier at different points in the conditional distributions of out-

put growth. For instance, the implied fiscal multipliers for a given country may vary

during recessions (periods of low output growth) compared to booms (periods of

high output growth). Therefore, it is of interest to provide and assess heterogeneity
in the estimates of the fiscal multiplier. Quantile regression methods can account for

this heterogeneity because the impact of government spending is estimated over the
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whole distribution of the output growth. In this section, we present estimates on the

heterogenous impact of government spending using an instrumental variable quantile

regression approach developed by Chernozhukov and Hansen (2005).

In general, in a typical least-squares regression model, we can estimate the fiscal mul-

tipliers at every quantile, τ, of the output growth distribution by using the following

conditional quantile function:

Qτ(∆Yi t) = βM ,τ∆Gi t+X
′

i t−1Θ (τ)+α
τ
i +γ

τ
t , (17)

where, ατi denotes the (quantile) conditional fixed-effect and Θ is the vector of coeffi-
cients associated with the vector of conditioning variables X. However, this ordinary
quantile regression estimator is biased in the presence of endogeneity issues as dis-
cussed in Section II.B. To tackle this issue, we use the instrumental variable quantile
regression (IVQR) method of Chernozhukov and Hansen (2005). The IVQR estimates
are obtained from a method that approximately solves the sample analog of moment
equations corresponding to:

1

n

n
∑

i=1

�

1(∆Yi t ≤ bβM∆Gi t+X
′

i t−1
bΘ+ bαi+bγt)−τ

��

X
′

i t−1,αi,γt , Zi t

�′
= op

�

1
p

n

�

(18)

The algorithm runs a series of standard quantile regressions of ∆Yi t −βM
j ∆Gi t , on

the instrument (Zi t) and the covariates (Xi t−1, αi, γt), where {βM
j } is a grid over βM .

It then takes the value of {βM
j } that minimizes the absolute value of the coefficient

on the instrument, Zi t , as the estimate of βM (bβM). Note that the IVQR estimates are

robust to outliers and, under some conditions, to the presence of weak instruments.

Figure 4 plots the OLS and IV quantile regression estimates for different quantiles.

The dotted line in both panels of the figure marks the (instrumental variable) mean

estimate for the fiscal multiplier. The figure shows that for all quantiles, the OLS

quantile estimate is much below the IV conditional mean estimate. Furthermore, the

OLS estimates lie in the range of [0, 0.25] and are fairly stable across the quantiles,

though not significantly different from zero for most of them. The IVQR estimates, on

the other hand, indicate sharp variation across quantiles. The effect of government

spending on output growth is fairly large for the 20-30th and 75-80th percentiles of

output growth densities, lying well above the conditional mean estimate. The esti-

mates for the 35-75th percentiles fluctuate slightly and are in the range of [1.1, 1.8].
Our results suggest that the fiscal impact of government spending is fairly heteroge-
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nous across different quantiles of a country’s growth distribution with its effect being

the highest when the growth rate falls well below or well above its median level.

It is important to note that our IVQR results depict within-country heterogeneity in the

magnitude of fiscal multiplier and are to be interpreted as conditional IVQR estimates.

This is because we allow our country fixed-effect parameter to be indexed by the τ-th

quantile of the conditional distribution of output growth. Hence, we allow the esti-

mated fixed-effect parameters to change over the distribution of ∆yi t as proposed

in Harding and Lamarche (2009). We choose this specification for the following two

reasons. Firstly, our identification strategy hinges crucially on the inclusion of these

fixed-effect parameters so that it is necessary to retain them in our quantile specifi-

cation to obtain unbiased estimates. Secondly, the impact of country heterogeneity

is likely to evolve over time and be very mixed across quantiles of the pooled growth

distribution (Harding and Lamarche, 2009). For instance, some countries could make

significant progress over the 18 years time period, in terms of growth, overtaking

others, thereby gaining position in the cross-country growth ranking.22 An uncondi-

tional IVQR estimate would ignore this possibility, potentially confusing the interpre-

tation of the estimated multiplier in the presence of such movements. Nevertheless,

we also estimate heterogeneous impacts that do not condition the fixed-effects on

quantiles, treating them as fixed. The unconditional IVQR estimator, developed by

Powell (2012) includes the fixed-effects for identification purposes but retains the

cross-sectional heterogeneity in output growth to classify its quantiles. Figure 5 plots

the resulting fiscal multiplier estimates from the unconditional IVQR. For compari-

son, we also plot the conditional IVQR estimate that is similar to that shown in Figure

4.23 As before, we find substantial variation in the impact of government spending

on output growth across different quantiles of the cross-country distribution of output

growth. Fiscal multipliers are large (ranging from 1.5 to 3.5), positive and signifi-

cant for the 30-60% of the cross-country output growth density. The effect declines

throughout the upper part of the distribution, with the impact falling close to zero for

the top 20th percentiles.

22Although unlikely, note that the conditional IVQR estimates are identified even if some country
does not vary in its position in the distribution of growth over time. Mathematically, the quantity is
identified as long as government spending and other covariates change over time.
23Figure 5 is plotted on a large scale (y-axis) compared to Figure 4. The conditional IVQR estimates are
similar in both figures barring some minor differences in the vector of supporting covariates.
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Strictly speaking, the unconditional and conditional IVQR are not comparable, since

they identify and exploit different sources of heterogeneity. Yet, both approaches can

be useful for illustrating the heterogeneity in the impact of government spending. The

choice between the two approaches depends on the focus of investigation. While the

conditional IVQR approach allows the investigator or policy-maker to investigate het-

erogeneity in the effects of fiscal policy over time for a single country (for example,

across its booms and recessions), the unconditional IVQR approach offers heteroge-

neous fiscal policy effects across a set of countries (for example, across high and low

growth countries).

VII. CONCLUSIONS

In this paper, we identify and estimate the effect of government spending on output

growth, when these effects are heterogeneous, varying both across countries and over

time. We provide theoretical arguments to show that the heterogeneity is systemat-

ically related to the level of government spending, such that governments with low

spending have relatively higher multipliers. Such a negative association is strongly

held up in the data. In the presence of such heterogeneity, we identify the average ef-

fect of government spending on output, by exploiting differences in domestic gasoline

prices of fuel subsidizing countries that incur changes in government expenditures

when exposed to fluctuations in oil prices. Our estimated fiscal multipliers, for a panel

of 127 countries over the period 1994-2011, range between 1.4 and 1.6. In addition,

we estimate the range of fiscal multipliers across different cross-sectional and within-

country quantiles of output growth and find them to be substantially heterogeneous.

Our findings have important implications for measuring and evaluating the effect

of fiscal policy. For instance, we find that the effectiveness of a fiscal stimulus is not

uniform, but depends crucially on the size of spending (or its growth). Therefore,

the evaluation of any expansionary policy must take into account the benefits of pro-

viding a stimulus at different levels of spending, rather than incrementally from the

mean level. While our model has illustrated one specific channel through which a gov-

ernment’s size and its multiplier may be correlated, that of automatic stabilizers, we

believe that there may be other mechanisms responsible for the same effect which are

worth exploring in the future.
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While we have focused on identifying the effects of total government spending, we

consider as interesting questions for future research the identification of multipliers

by type of expenditure, such as current and capital expenditures, or those arising

from government transfers and direct government purchases.

Finally, we have shown how to incorporate heterogeneity in an empirical framework,

making use of both cross-sectional and time-series variation. For example, recent liter-

ature has debated the relative size of tax cuts and the resulting multiplier, with theory

suggesting that the tax multipliers are, like government spending multipliers, highly

non-linear (Battaglini and Coate, 2015). Our framework can be used to estimate the

effects of other endogenous government policies, such as revenue multipliers, whose

estimates vary significantly across studies.
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VIII. APPENDIX

A. Motivation for heterogeneity

In this section, we motivate the discussion on the potential correlation between the

spending multiplier and the level of government expenditure via a stylized model that

assumes an active stabilization role on behalf of the government and accounts for

productive government services. Optimal government spending, where government

spending is an input to private production, has been considered by Barro (1990) and

(Corsetti and Roubini, 1996) in the context of endogenous growth models. Our focus

here is on the dependence of optimal government spending on the fiscal multiplier.

Assume an economy with a unit measure of identical representative agents, each of

which maximizes the following utility function:

Et

∞
∑

i=0

ρiU
�

ct+i
�

, (19)

where Et is the conditional expectation operator based on information available at

time t, ρ ∈ (0, 1) is the subjective discount factor, U (·) is a utility function that is

strictly increasing in the consumption of the final good ct , with U ′′ (·)< 0.

Each agent maximizes expression (19) subject to the following budget constraint:

ct ≤wt lt−τt , (20)

where lt denotes the labor supply of the representative agent, wt is the real wage

and τt denotes a lump-sum tax. For simplicity, we assume that the representative

agent is endowed with one unit of labor which is supplied inelastically. Government

expenditure is fully financed by the lump-sum tax, so that gt = τt for every period

t. The final consumption good, yt , is produced by a competitive representative firm

using the following aggregate production function:

yt = zt H
�

gt
�

lt ,

where zt is a technology shock, and H
�

gt
�

satisfies H ′ (·)> 0 and H ′′ (·)< 0. For sim-

plicity, we adopt the functional form H
�

gt
�

= gεt , where ε is a parameter reflecting the

productivity of government spending.
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Profit maximization suggests that wt = zt gεt , i.e., the real wage is equated to the mar-

ginal productivity of labor. In equilibrium, households and firms optimally choose

consumption and production, so that the budget and aggregate resource constraints

are binding:

ct = zt gεt − gt , (21)

where equilibrium output is given by:

yt = zt gεt . (22)

The government spending multiplier βM is obtained by totally differentiating the

above equation and rearranging terms to get:

βM ≡
d yt

d gt
= ε ·

yt−1

gt−1
. (23)

Based on expression (23), we can conclude that:

Result 1: The government spending multiplier is increasing in the productivity of

government spending.

We now proceed to characterize optimal spending on behalf of the government based

on its output stabilization objective.24 More specifically, the government chooses gt to

minimize deviations of output yt from a target level of output yP , which can be the

natural or potential output level:

min
wr t{gt}

�

yt− y p
�2

. (24)

Substituting (22) into (24), we obtain the following optimal value for government

expenditure:

g∗t =

�

y p

zt

�
1
β

, (25)

24A similar output stabilization problem is explored in Dixit and Lambertini (2003).
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where β ≡ ε denotes the elasticity of output with respect to government spending.25

Note also, using equation (23), that:

g∗t =

�

y p

zt

�

yt−1
βM gt−1

. (26)

Equations (28) and (26) yield our central proposition:

Proposition 1. Optimal government spending is decreasing in (i) the output elasticity β ,
(ii) the government spending multiplier βM , and (iii) the technology shock zt .

Hence, governments with higher multipliers, defined either as ratios (i.e., βM) or

elasticities (i.e., β), require relatively lower levels of expenditure to meet a certain

target level of output compared to governments with lower multipliers. This induces

a negative correlation between the level of government spending and the level of

the fiscal multiplier. Additionally, optimal government spending is declining with

the magnitude of the stochastic productivity shock (i.e., zt). This result is consistent

with counter-cyclical spending rules, where governments reduce expenditure during

periods of high growth and increase spending during recessions (see, for example,

Fève, Matheron, and Sahuc (2013) and Galí and Perotti (2003)).

Denoting upper case letters as the logarithmic transformations of each variable, we

obtain the log-form of equation (22) as:

Yt = Zt+εGt . (27)

We also obtain an equivalent expression for the optimal government spending rule of

equation (25), which in log-form is equal to:26

G∗t =
Y p−Zt

β
. (28)

25Fiscal multipliers are often defined as elasticities of output with respect to government spending (i.e.,
β), as well as ratios of changes in output over changes in government spending (i.e., βM ). Our results
are shown to hold under either definition.
26To obtain the optimal government spending rule in a log-form, we assume that the government
minimizes the log-deviations of output from its potential level, i.e., the minimization problem becomes

min
wr t{Gt}

�

Yt −Y p
�2

.
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B. Identification and estimation of the CRC model

Our model, with one regressor and an intercept, is given by:

Yi t =Gi t bi t(Ai,Ui t). (29)

As noted earlier, Assumptions (1.1)-(1.3) imply that:

E[bi t(Ai,Ui t)|Gi] = E[b∗i (Ai,Ui t)|Gi]+E[di t(U2,i t)|Gi] (30)

= E[b∗i (Ai,Ui1)|Gi]+E[di t(U2,i1)] (31)

= βi(Gi)+δt , ∀ t = 1,..., T. (32)

where δ denotes the 2(T −1)×1 vector of aggregate shifts in the random coefficients

over time. δ1 is normalized to be equal to zero. Next, we define a matrix of time

shifters, W. As described by Graham and Powell (2012), W is a T ×2(T −1) block

diagonal matrix containing the regressors corresponding to the aggregate time shift

coefficients (with the first row containing a vector of zeroes due to the normaliza-

tion).

Equation (29) can be rewritten as:

E[Yi|Gi] =Wiδ+Giβi(Gi). (33)

A variance weighted within group transform, which essentially differences away the

unobserved heterogeneity, βi(Gi), is obtained using the residual making matrix, MiΦi
=

IT −Gi
�

Gi
′Φi
−1Gi

�−1
Gi
′Φi
−1 where Φi = Var(Yi|Gi). Using the fact that MiΦi

Gi= 0, we

get:

E[Ỹi|Gi] = MiΦi
Wiδ+MiΦi

Giβi(Gi) (34)

= W̃iδ, (35)

where Ỹi=MiΦi
Yi and W̃i=MiΦi

Wi.

The pair of moment restrictions that identify the parameter are given by:

E

�

Wi
′Φi
−1MiΦi

(Yi−Wiδ)
−1Gi

′Φi
−1(Yi−Wiδ)−βi

�

= 0. (36)

For estimation, we proceed in two steps:
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Estimation step 1: The first step in the estimation procedure consists in using the

moment restrictions to identify δ in the following way:

δ=E
�

W̃i
′
Φi
−1W̃i

�−1
E
�

W̃i
′
Φi
−1Ỹi

�

. (37)

Estimation step 2: In the second step, with an estimate of δ, Chamberlain (1992)

shows that the average partial effect, β , is identified by the (population) mean of the

unit-specific generalized least squares fits:

cβi =
�

Gi
′Φi
−1Gi

�−1
Gi
′Φi
−1(Yi−Wiδ). (38)

i.e., β is given by:

β =E
�

�

Gi
′Φi
−1Gi

�−1
Gi
′Φi
−1(Yi−Wiδ)

�

. (39)
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Figure 2. Times series plot of international and domestic oil prices.

0 

0.25 

0.5 

0.75 

1 

1.25 

1.5 

1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 

P
ri
c
e

 (
U

S
$

 p
e

r 
lit

re
) 

 

Year 

Pump Price (Gas): No Subsidy  USA Price (Gas) 

Pump Price (Gas): Low Subsidy  Brent Price 

Pump Price (Gas): High Subsidy 

Note: This figure plots the average international and domestic prices of oil and gasoline across all
subsidy regimes. It also plots the domestic price of gasoline in the USA and the Brent price, which are
our price benchmarks for the low and no subsidy regime classification.
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Figure 3. Changes in oil prices and government expenditure by fuel subsidy regime.
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regime.
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Figure 4. Quantile estimates of the fiscal multiplier (OLS and IV).

Note: This figure shows the heterogeneity in the effect of change in government spending on output growth. It

plots the OLS and IV quantile regression estimates for different quantiles. The dotted line in both panels of the

figure marks the (instrumental variable) mean estimate for the fiscal multiplier.

Figure 5. Quantile estimates of the fiscal multiplier (conditional and unconditional).

−
5
−

4
−

3
−

2
−

1
0

1
2

3
4

5
6

7

C
oe

ffi
ci

en
tdU

F
is

ca
ldM

ul
tip

lie
r)

.15 .2 .25 .3 .35 .4 .45 .5 .55 .6 .65 .7 .75 .8 .85 .9 .95

Quantiles

ConfidencedRegion PointdEstimate

IVdQuantiledRegressiondUConditionaldFE)

−
5
−

4
−

3
−

2
−

1
0

1
2

3
4

5
6

7

C
oe

ffi
ci

en
tdU

F
is

ca
ldM

ul
tip

lie
r)

.15 .2 .25 .3 .35 .4 .45 .5 .55 .6 .65 .7 .75 .8 .85 .9 .95

Quantiles

ConfidencedRegion PointdEstimate

IVdQuantiledRegressiondUUnconditionaldFE)

Note: This figure shows the heterogeneity in the effect of change in government spending on output growth. It
plots the fiscal multiplier estimates from the unconditional IVQR. For comparison, we also plot the conditional
IVQR estimate that is similar to that shown in the previous figure. The dotted line in both panels of the figure
marks the (instrumental variable) mean estimate for the fiscal multiplier. Figure 5 is plotted on a large scale
(y-axis) compared to Figure 4. The conditional IVQR estimates are similar in both figures barring some minor
differences in the vector of supporting covariates.
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Table 2. Transition Matrix for Gasoline and Diesel Subsidy

Panel A: Gasoline Subsidy Regime

From => To No-Subsidy Low-Subsidy High-Subsidy Total
No-Subsidy 97.89 2.01 0.1 100
Low-Subsidy 14.48 77.44 8.08 100
High-Subsidy 0 11.72 88.28 100
Total 81.38 13.02 5.6 100

Panel B: Diesel Subsidy Regime

From => To No-Subsidy Low-Subsidy High-Subsidy Total
No-Subsidy 95.13 4.88 0 100
Low-Subsidy 13.34 80.19 6.47 100
High-Subsidy 0.47 15.09 84.43 100
Total 63.51 27.6 8.89 100

Note: This table shows the transition matrix with respect to fuel and gas subsidies for our
pooled, 1874 country-year sample observations. Gas (Diesel) Subsidy regime takes the
value 0 for countries with no subsidy (retail gasoline (diesel) price above the U.S. gasoline
(diesel) and Brent prices), 1 for low subsidy (retail gasoline (diesel) price below the U.S.
gasoline (diesel) price but above the Brent price) and 2 for high subsidy (retail gasoline
(diesel) price below the Brent price). Figures highlighted in bold indicate observations that
change regimes over time. The percentage of country-year observation switch across
regimes are 6% and 10% for gasoline and diesel, respectively.
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Table 3. Descriptive Tests for Heterogeneity

Elasticity: Log GDP Multiplier:∆ GDP

(1) (2) (3) (4) (5) (6)

Government Expenditure 0.329*** 0.376*** 0.474 0.403*** 0.809*** 1.896***
(0.047) (0.050) (0.371) (0.148) (0.169) (0.467)

Joint F-test

Polynomials of Mean Interactions 4.07*** 7.59***

Lags and Leads Interactions 8.78*** 66.62***

Observations 2689 2689 1574 2628 2628 1595
Year fixed effects Yes Yes Yes Yes Yes Yes
Country fixed effects Yes Yes Yes Yes Yes Yes

Note: This table reports results from testing for the presence of heterogeneity in an equation regressing GDP on government spending. Col-
umns 1-3 regress log GDP on log of government spending (producing estimates for elasticity) whereas Columns 4-6 regress the growth rate
of GDP on the growth rate of government spending (producing estimates for the multiplier). Columns 2 and 5 include polynomials of the inter-
action of government spending with the mean of the lags and leads of government spending over time. Columns 3 and 6 include a full set of
interaction terms of government spending with all lags and leads of government spending across the time period. Standard errors are robust to
heteroscedasticity. * indicates significance at 10%; ** at 5%; *** at 1%.

Table 4. Elasticity of GDP to Government Spending: CRC Model Estimates

Elasticity: Log GDP

FE-OLS FE-OLS CRC

Log GExp 0.073*** 0.070*** 0.388***
(0.024) (0.024) (0.090)

Log GExp × Year
Dummy
2011 0.068*** 0.387***

(0.024) (0.089)

Log GExp × Year
Dummy
2012 0.066*** 0.387***

(0.024) (0.089)

Intercept Shifters No Yes Yes

Observations 222 222 222

Note: This table reports results on the effect of log of total government spending (Log GExp) on log of total GDP

(Log GDP). The coefficients represent the elasticity of GDP with respect to government spending. Column 1 re-

ports results from a FE-OLS regression. Column 2 reports results from a FE-OLS regression with the inclusion of

intercept shifters and time-varying coefficients. Column 3 reports Chamberlain’s (1992) CRC method, estimated

using optimal generalized least squares. Standard errors are robust to heteroscedasticity and are clustered at the

geographical region level. * indicates significance at 10%; ** at 5%; *** at 1%.
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Table 5. Fiscal Multiplier Estimates (1/2)

OLS IV

1st stage 2nd Stage Control Function

(1) (2) (3) (4)
∆ GDP ∆ GExp ∆ GDP ∆ GDP

∆ GExp 0.236∗∗ 1.454∗∗ 1.57∗∗

(0.116) (0.721) (0.628)
(Lag) Oil Price Shock x Gas Subsidy 0.035∗∗∗

(0.009)
(Lag) Gas Subsidy 0.001 0.002 0.001

(0.001) (0.004) (0.003)
(Lag) Diesel Subsidy 0.000 0.000 0.000

(0.001) (0.003) (0.002)
λG -1.118*

(0.631)
ψG -0.865***

(0.200 )
Joint F-test
λG = 0 &ψG = 0 6.11***

Observations 1874 1874 1874 1874
Year fixed effects Yes Yes Yes Yes
Country fixed effects Yes Yes Yes Yes
First Stage F-stat. 14.145

Note: This table reports results on the effect of growth in government spending (∆ GExp) on growth in GDP
(∆ GDP). Oil Price Shock is calculated as product of the log-change of the crude oil price with the country’s
average ratio of net oil exports over GDP. Gas Subsidy regime takes the value 0 for countries with no subsidy
(retail gasoline price above the U.S. gasoline and Brent prices), 1 for low subsidy (retail gasoline price below the
U.S. gasoline price but above the Brent price) and 2 for high subsidy (retail gasoline price below the Brent price).
Column 1 reports results from a FE-OLS regression. Column 2 reports the first stage of the IV regression where
the dependent variable is growth in government expenditure. Column 3 reports the corresponding second stage;
the dependent variable is growth in GDP. Standard errors are robust to heteroscedasticity and autocorrelation (up
to 2 lags) and are reported in parentheses. Column 4 reports results from Garen’s (1984) selectivity bias correction
method. The specification, estimated using weighted least squares, is: ∆̈Yi t = βM∆̈Gi t +λGbv̈i t +ψG∆̈Gi t ·
bv̈i t + ëi t , where bv̈i t is the estimated residual from the first stage (Column 2). Standard errors are adjusted for the
heteroskedasticity using the procedure described in footnote (16). * indicates significance at 10%; ** at 5%; *** at
1%.
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Table 6. Fiscal Multiplier Estimates (2/2)

(1) (2) (3) (4) (5) (6)
∆ GDP ∆ GDP ∆ GDP ∆ GDP ∆ GDP ∆ GDP

∆ GExp 1.404∗ 1.567∗∗ 1.511∗∗ 1.418∗∗ 1.553∗∗ 1.469∗∗

(0.722) (0.764) (0.760) (0.722) (0.732) (0.702)
(Lag) Gas Subsidy 0.002 0.000 0.000 0.001 0.001 0.001

(0.004) (0.004) (0.004) (0.004) (0.004) (0.004)
(Lag) Diesel Subsidy 0.000 -0.001 -0.001 0.001 0.001 0.001

(0.003) (0.003) (0.003) (0.003) (0.003) (0.003)
Pump Gasoline -0.007 -0.007

(0.016) (0.016)
(Lag) Pump Gasoline -0.005 -0.005 -0.012 -0.010 -0.010

(0.015) (0.015) (0.008) (0.008) (0.008)
Pump Diesel 0.019 0.018

(0.014) (0.015)
(Lag) Pump Diesel -0.008 -0.007 0.008 0.007 0.008

(0.014) (0.014) (0.007) (0.007) (0.007)
Oil Price Shock -0.029 -0.029 -0.029 -0.026 -0.024

(0.020) (0.021) (0.020) (0.021) (0.021)
(Lag) Change in Net Imports 0.043 0.027

(0.031) (0.031)
(Lag) Change in GDP 0.084∗∗∗

(0.029)

Observations 1874 1854 1854 1874 1867 1865
Year fixed effects Yes Yes Yes Yes Yes Yes
Country fixed effects Yes Yes Yes Yes Yes Yes
First Stage F-stat. 14.438 13.419 14.055 14.249 14.345 14.253

Note: This table reports results on the effect of growth in government spending (∆ GExp) on growth in GDP
(∆ GDP). Oil Price Shock is calculated as product of the log-change of the crude oil price with the country’s
average ratio of net oil exports over GDP. Gas Subsidy regime takes the value 0 for countries with no sub-
sidy (retail gasoline price above the U.S. gasoline and Brent prices), 1 for low subsidy (retail gasoline price
below the U.S. gasoline price but above the Brent price) and 2 for high subsidy (retail gasoline price below the
Brent price). Each column in this table accounts for the addition of various control variables that include the
following: Gasoline and diesel subsidy regime (Lag), retail prices of gasoline and diesel (current and lagged),
change in net imports (Lag) and lagged change in GDP. Standard errors are robust to heteroscedasticity and
autocorrelation (up to 2 lags) and are reported in parentheses. * indicates significance at 10%; ** at 5%; *** at
1%.
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Table 7. Robustness

Panel A: Standard Errors

Cluster Spatial Driscoll Weak IV
Country/Year Adjusted Kraay Robust

(1) (2) (3) (4)

∆ GExp 1.553∗ 1.553∗∗ 1.553∗∗ 1.553∗∗

90% Confidence Intervals [0.065 3.04] [0.346 2.77] [0.421 2.684] [0.434 2.961]
95% Confidence Intervals [-0.224 3.330] [0.104 3.010] [0.096 3.009] [0.195 3.361]

Year fixed effects Yes Yes Yes Yes
Country fixed effects Yes Yes Yes Yes

Note: This table reports results on the effect of growth in government spending (∆ GExp) on growth in GDP (∆
GDP). Each column in this table computes standard errors for the results in column 5 of Table (6) in different
ways. Column 1 clusters standard errors on both country and year identifiers; Column 2 calculates standard
errors accounting for potential cross-sectional spatial dependence; Column 3 calculates standard errors
accounting for potential cross-sectional dependence of an unknown form; Column 4 reports weak instrument
robust confidence intervals. * indicates significance at 10%; ** at 5%; *** at 1%.

Panel B: Outliers

Original Cook’s D DFFITS
Sample Outliers Outliers

(1) (2) (3)

∆ GExp 1.553∗∗ 1.340∗ 1.278∗∗

(0.731) (0.786) (0.663)

Year fixed effects Yes Yes Yes
Country fixed effects Yes Yes Yes

# Observations Dropped 141 57
First Stage F-stat. 12.972 10.966

Note: This table reports results on the effect of growth in government spending
(∆ GExp) on growth in GDP (∆ GDP). Each column in this table computes
results in column 5 of Table (6) adjusting for outliers. Column 2 drops outliers
based on Cook’s distance while column 3 drops outliers based on the DFFITS
statistic. All specifications control for the following variables: Gasoline and diesel
subsidy regimes (Lag), retail prices of gasoline and diesel (current and lagged).
* indicates significance at 10%; ** at 5%; *** at 1%.
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Table 8. Instrument Validity

(1) (2) (3)
∆ Gov. Revenue Inflation Tax revenue

(% of GDP)

(Lag) Oil Price Shock x Gas Subsidy 0.046 -0.316 1.476
(0.060) (10.117) (2.237)

(Lag) Gas Subsidy 0.020* -9.768** -0.540*
(0.012) (4.695) (0.285)

(Lag) Diesel Subsidy 0.004 -7.453 -0.539**
(0.007) (5.424) (0.228)

Pump Gasoline 0.025 -5.942 -1.423
(0.022) (13.023) (1.036)

(Lag) Pump Gasoline -0.013 -35.511 1.239
(0.027) (36.252) (1.042)

Pump Diesel -0.004 1.956 1.562*
(0.022) (12.858) (0.854)

(Lag) Pump Diesel 0.000 0.342 -1.187
(0.028) (21.319) (0.841)

Oil Price Shock 0.175*** 6.491 3.085
(0.042) (8.115) (1.953)

Observations 1041 1771 1125
Year fixed effects Yes Yes Yes
Country fixed effects Yes Yes Yes

Note: This table reports results on the effect of the instrument, oil shock interacted with subsidy
regime, on various variables. Oil Price Shock is calculated as a product of the log-change of the crude
oil price with the country’s average ratio of net oil exports over GDP. Gas Subsidy regime takes the
value 0 for countries with no subsidy (retail gasoline price above the U.S. gasoline and Brent prices),
1 for low subsidy (retail gasoline price below the U.S. gasoline price but above the Brent price) and
2 for high subsidy (retail gasoline price below the Brent price). The dependent variable in column 1
is change in government revenue. The dependent variable in column 2 is inflation. The dependent
variable in column 3 is total tax revenue collected. * indicates significance at 10%; ** at 5%; *** at 1%.
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